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An autoregressive approach for the prediction of water quality trends in systems subject to
varying meteorological conditions and short observation periods is discussed. Under these
conditions, the dynamics of the system can be reliably forecast, provided their internal
processes are understood and characterized independently of the external inputs. A
methodology based on stationary and non-stationary autoregressive processes with external
inputs (ARX) is proposed to assess and predict trends in hydrosystems which are at risk of
contamination by organic and inorganic pollutants, such as pesticides or nutrients. The
procedures are exemplified for the transport of atrazine and its main metabolite
deethylatrazine in a small agricultural catchment in France. The approach is expected to be
of particular value to assess current and future trends in water quality as part of the European

Groundwater
Trends in water quality

Water Framework Directive and Groundwater Directives.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

The assessment and the prediction of trends in water
quality is often a challenge when external inputs such as
meteorological conditions influence the dissipation and
transfer processes of pollutants, especially in situations
where the observation period is short in comparison with
the response time of the hydrosystems. This paper reports on
the implementation of mathematical models also referred to
as the autoregressive process with external inputs (ARX) that
are devoted to transfer process characterization, prediction
and control (Karacan, 2003). The method under consideration
can be considered as a particular case of the widespread
multivariate autoregressive analysis (from the Box and Jenkins
approach, 1970; Berthouex et al., 1978) when the “feedback” is
not observable, i.e. when the terms representing the influence
of the output on the inputs are zero (Box and Jenkins, 1970).

New developments on stochastic recursions emphasize the
remarkable stability of short- and long-term forecasting from
autoregressive processes. Stochastic recursions appear in queu-
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ing theory (Baccelli and Brémaud, 2003), random walks in
random environment or branching processes (Altman and
Fiems, 2006) and the theory is being studied actively (Asmus-
sen, 2003; de Saporta et al., 2004; de Saporta and Yao, 2005;
Guivarc'h, 2006). The advantages of autoregressive processes
within the context of the present study are that: i) the so-called
‘tail’ of the process, i.e. the extrapolation of the recursive process
beyond the observation period, may be extended without an
increase in random and systematic errors as time increases; and,
ii) the calibration of the autoregressive process may be
performed accurately using a time period which is short in
comparison with the response time of the systems under study.
This latter aspect distinguishes autoregressive processes from
Kalman filtering techniques and neural network modelling.

In the present study, a “true” transfer model is presented
which reports the results obtained using the ARX approach to
assess and predict trends in the contamination of groundwater
and surface water by inorganic or organic pollutants from
monitoring data. The fact that these compounds are typically
subject to chemically- or biologically-driven degradation pro-
cesses means that fluxes of micropollutants in hydrological
systems are typically non-stationary. Methodological develop-
ments are proposed to address the non-stationary nature of these
processes and the procedures are applied to the investigation of


mailto:
mailto:i.dubus@brgm.fr
http://dx.doi.org/10.1016/j.jconhyd.2008.05.001
http://www.sciencedirect.com/science/journal/01697722

J.L. Pinault, 1.G. Dubus / Journal of Contaminant Hydrology 100 (2008) 22-29 23

trends in pesticide fluxes measured in spring water at the outlet
of a small agricultural catchment in France. Two aspects of the
ARX approach are investigated to characterize the natural
processes of transfer and degradation of pesticides. First, the
autoregressive approach is used for long-term forecasting while
the initial conditions of the system have no longer influence on
pesticide fluxes. Secondly, constrains are introduced into the
model to account for mass conservation and the autoregressive
term is weighted to take into account decay processes. The
approach is demonstrated for concentrations of atrazine and its
main metabolite deethylatrazine (DEA) in groundwater.

2. Materials and methods

Crop protection products are known to represent a poten-
tial risk for human and the environment (e.g. Birarder and
Rayburn, 1995) and the presence of pesticides is therefore
routinely monitored in environmental media such as ground-
water, surface water (Gilliom et al., 2006) and, to a lesser
extent, the atmosphere (Dubus et al., 2000; Shen et al., 2004;
Yao et al, 2006). Most surveillance efforts are targeted
towards investigating the spatial spread of the contamination
of water resources by pesticides and/or detecting any positive
or negative trends in concentrations (Gilliom et al., 2006).
Monitoring programmes have demonstrated that the con-
tamination of water resources by atrazine and its metabolites
tends to be widespread (Thurman et al., 1991; Ritter et al.,
1994; Tindall and Vencill, 1995; Goolsby et al., 2001; Kolpin et
al.,, 1998; Clark et al., 1999; IFEN, 2006).

2.1. The context

The autoregressive approach is demonstrated for pesticide
concentrations and fluxes measured in spring water for
7 years at an experimental site ca. 75 km north-west of
Paris, France (Mouvet el al., 2004; Baran et al., 2005; Roulier et
al.,, 2006; Morvan et al., 2006). The site is of particular interest
because the use of atrazine on the catchment was discon-
tinued in 1999 following concentrations of atrazine and its
metabolite deethylatrazine (DEA) exceeding regulatory
thresholds for drinking water. Concentrations of atrazine,
DEA and major cations and anions have been monitored in the
Brévilles spring at a two-week interval from December 2000
to June 2004 and on a monthly sampling rate since (Fig. 1).

2.2. Transfer and degradation processes

The release of atrazine and DEA that is observed after 1999
while atrazine was no longer used on this catchment discloses

the persistence of those pollutants (Fig. 1). Pesticides that are
retained into the pores of the root zone are subject to
degradation. The dissolved part of pesticides migrates
through the vadose zone to the watertable. During wet
years, atrazine and DEA are subject to quick transfer as a
result of preferential flow paths in the limestone of both the
unsaturated and the saturated zones. Subsequently, quick
transfer through the macropores of the vadose zone is
enhanced when the capillary pressure is high enough to
establish a hydraulic continuity in preferential pathways.

2.3. Autoregressive process with external inputs

The autoregressive process with external inputs (ARX)
may be regarded as a mathematical representation of the
hydrosystem. It therefore gives more of a functional relation-
ship which may or may not agree with other models obtained
by utilizing the knowledge of the physical, chemical and
biological mechanisms of the system.

The general expression for an ARX model can be written
as:

FoU() = (1-0) [Alrl CF 4 $ AT - B 4 @Toue - FO (8
(1)

q is the number of external inputs

FiP=(FR(6) Fi(ti- 1)) o= (PO (t-1). Fo (- 2), ),
are px1 column vectors of observations at time t; represent-
ing the inputs and the output of the transfer model (p is the
order)

I, and T,y are 1xp line vectors, the so-called impulse
responses

¢ is the noise of the transfer model which represents
erratic, complex, and usually short-term variability of the
output which is not explained by the model whatever the
underlying reasons might be (e.g. lack of or inadequate
description of key processes, measurement error, inadequate
sampling or modelling strategy).

In the actual case which concerns us additional conditions
are required since fluxes are positive functions of time
constrained by the mass conservation of the system.

series F', ..., Fi" and F°* are assumed to be reduced to
unit average

I, and T, are unit impulse responses (area is unity) with
the constraint I'(t;)>0, k=1,"*, p

A k=1, -+, q and o are weighting factors such as A;+---+
Ag=1

The weighting factor » and the impulse response oy
express the ‘internal’ functioning of the hydrosystem.
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Fig. 1. Variables used in the modelling — a) effective rainfall — b) water flow at the spring — c) Ca concentrations in spring water — d) atrazine concentrations in

spring water — e) deethylatrazine concentrations in spring water.
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The transfer model (1) supposes the stationarity of the
inputs (pesticide spraying, meteorological conditions) and the
output (pesticide fluxes). Moreover, a transfer process is
supposed to be ergodic, which means that statistical sampling
can be performed at one instant across a group of identical
processes or sampled over time on a single process with no
change in the measured result.

2.4. Modelling procedure

Optimal estimates of the parameters, i.e. the calculation of
the weighting factors and impulse responses, require inversion
and regularization to smooth impulse responses as much as
possible by minimizing the functional (Pinault et al., 2001a,b,
2005; Pinault and Schomburgk, 2006).

$b=In(r)+|IT1l2+ -+ [[Tqllz2+ [ Tout 2 2)
where ||°||, represents the [, norm,
~ 2
r=Y (F"”t(tj)-F"“t(tj)) is the residual;
j=1.N

FOU'(t;) is the observed output at time t;;
and F°U(t;) is its estimator defined so that:

Fo(ty.1) = (1-0) { N Fj(ti)-Fjin(th—i)]
j=1q i=0p

+ ¥ Tour(tiv1) F (tn-i) 3)
i=0.p
where n is the length of the series and p is the order of the
autoregressive process.

Minimization of (2) consists in selecting solutions such that
a compromise is found that reduces the residual without
excessively increasing the solution norms, i.e. ensuring that the
optimum order pop is the smallest as possible. The residual
increases significantly when the order decreases from pop; and
the solution norms increase as the order increases from popt
without reducing the residual significantly. In such conditions,
the tail of the autoregressive process (p,@\y,-+, I+, Tout)
defined from Eq. (3) - in which the observed output F°"* is
replaced by its estimator Fou_ confers on the model a reliable
long-term predictive behavior. The reversibility of the linear
system (1) is ascertained as long as the inputs are sufficiently
uncorrelated, i.e. the absolute values of the cross-correlograms
of the inputs considered two by two are significantly lower than
1 for small lags (typically <0.85).

2.5. The stability conditions of the tail

In order to specify the stability conditions of the tail, let us
assume the error |g| associated with the prediction F°"(t;) is
made up of: 1) a positive constant ¢ that is independent of
the index k and 2) a term which reflects the propagation of
errors:

lexsr|< e+ Oleg]. 4)
The recursive relationship (4) implies that the existence of

an upper limit for the error, which is expressed as:

0 <Oni<1. (5)
In practical terms, the value @,.x=0.95 typically ensures

the numerical stability of the system.

Eq. (1) can be extended to decay processes:

FOU () = 1) (1=0) [M Ty - F o o 4 N Tq - |+ 0T oue - F ¢
(6)

in which the decay factor 7 raised to the power i is such that
0<m<1(n=1 corresponds to stationary processes). The decaying
influence is included implicitly in the output F°“* which is
defined recursively. When transient production processes occur,
the term 1f should be replaced by a function f(t;)>0 that
converges asymptotically towards 17((0<n<1) while i increases.

Now, the statistical properties of the decay process defined
from Eq. (6) vary over time and the random process has to be
defined compared with a time origin.

The propagation of errors in Eq. (6) is subject to the
following recursive relationship:

leki1] <&+ Mol (7)

The errors as given by Eq. (7) are bounded since 1<1 so
long as w<1.

In the following applications devoted to the simulation of
the trends of contaminant fluxes, our interest lies in the tails
of both the stationary (1) and decay (6) models. A key
problem to solve the system under study lies in the
determination of the order of the autoregressive process
through the minimization of the discrepancies between the
observations and the tail, i.e. the capability to undertake long-
term prediction of fluxes. Optimal estimates of the para-
meters including the order are obtained by minimizing the
functional @ in Eq. (2) where the residual r is estimated from
the tail, i.e. the extrapolation of the estimator F°"(t;).

3. Results and discussion

The transfer model (ARX) uses the idea of state space
technique, in which we treat all the inputs and outputs as the
states of the system. Since atrazine was no longer used at the
start of the monitoring period, the compound and its metabolite
were simulated as originating from a stock in the soil/
unsaturated zone. Contaminants at the site are believed to be
leached to groundwater through a soil-unsaturated zone
fractured limestone sequence, and then transported towards
the spring as a result of effective rainfall infiltration.

The effective rainfall, i.e. the part of rainfall that contributes
to spring flow (Fig. 1a) was computed from the Buhy
meteorological station located 2 km from the study site. The
years 1999, 2000 and 2001 were particularly wet while the
following years were significantly dryer, which is reflected in
the flow of the spring (Fig. 1b) that is exclusively fed by
groundwater. The response time of the groundwater system
(the elapsed time required for the system to recover its initial
state after a short perturbance) is long due to the slow and
delayed infiltration of water and solutes through the vadose
zone which is characterized by a wide distribution of micro- and
macropore sizes. Rainfall patterns are reflected in the sharp
increase of the spring flow in 2002 and 2003 and its subsequent
slow decrease. The time series of calcium concentrations in
spring water (Fig. 1c) shows that dissolution and transport of
calcite was enhanced during wet years. Atrazine displayed a
similar transport behavior (Fig. 1d) whereas concentrations of
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Fig. 2. Modelling of the Ca flux at the spring — a) comparison between the observed flux and the autoregressive process (8) for a forecast at one step ahead
(10 days) — b) comparison between the observed flux and the autoregressive process (8) for long-term prediction (the autoregressive process is initialized at the
beginning of the observed flux) — c) impulse responses, [',, ['r and I', with areas proportional to the contribution of the corresponding variables to Ca flux, i.e. 0.51,

0.03 and 0.46, respectively: order=4, n=1.

DEA appear to increase over time although it should be noted
that the signal is extremely noisy (Fig. 1e).

The stationary Eq. (1) and the non-stationary Eq. (6) are
re-written so that:

?O‘“(t,») = (1) [ArTk - Refr + AT - Q] + @Toy; - FO* (8)

or

Fout(t) = 1(1-0) (AT - Regr + AqTg - Q] + @yt - F (9)

where R is the effective rainfall, Q is the spring flow, all the
positive functions Rer, Q and F°U* being reduced to unit
average.

Given the shortness of the impulse responses, the quick
transfer of water and solutes to the spring is assumed to be
represented by the transfer of the effective rainfall to the
outlet Tr-Rerr whereas the slow and delayed transfer is
considered to be represented by the spring flow I'y-Q which
reflects infiltration processes through the vadose zone.

The tails associated with both processes are defined from
recursive relationships obtained by replacing F°“* by the
estimator F°U in the second part of Egs. (8) and (9).

3.1. Modelling of calcium flux at the spring

The presence of calcium in groundwater mainly results
from the dissolution of calcite in the vadose zone (calcium is a
pre-event water tracer, i.e. its concentration increases with the
flow). Calcium concentrations in spring water being exclu-
sively ruled by climatic conditions, the calibration of Eq. (8) is
required to model the stationary flux of calcium at the outlet of
the catchment (Fig. 2). This stationarity is not observable from

the data (Fig. 1a, b, ¢) owing to the shortness of the series in
comparison with the response time of the system but it results
from both the stationarity of meteorological conditions and
the genesis of calcium in groundwater.

The order of the autoregressive process obtained by
minimizing the functional @ in Eq. (2) is 4 where the residual
ris estimated from the tail. The low contribution of rainfall to
Ca flux in comparison with the spring flow shows that the
contribution of preferential pathways to the overall transfer is
not significant at the catchment scale.

3.2. Modelling of deethylatrazine flux at the spring

Fig. 3 shows the modelling results obtained for deethyla-
trazine (DEA), the main metabolite of atrazine. The tail of the
stationary autoregressive process closely represents the
observed trend in the flux. No degradation process had to be
accounted for to yield a good fit to the data. The temporal
variations of the observed DEA flux are probably resulting
from the spatial heterogeneity of the DEA concentrations in
soils and in the vadose zone, which probably reflects the
spatial variability in application patterns of atrazine and in
transport and potential attenuation processes. Those varia-
tions are part of the noise component of the transfer model (1).

3.3. Modelling of atrazine flux at the spring

No stationary autoregressive process could successfully
explain the behavior of the atrazine flux for the whole
observation period (Fig. 4) since the resolution of Eq. (8) yielded
o=0. This can be attributed to the non-stationarity of the flux
from the end of 2004 onwards, which is probably due to
atrazine degradation in the vadose zone. The non-stationarity
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uﬂ]ls a) ——Order=4 ggfs b) —— Order=4 C) ‘DEP flux
Rainfall
30 4 30 A 0.20 Flow
20 - 20 - 0.15
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Fig. 3. Modelling of the deethylatrazine flux at the spring — a) comparison between the observed flux and the autoregressive process (8) for a forecast at one step
ahead (10 days) — b) comparison between the observed flux and the autoregressive process (8) for long-term prediction — c) impulse responses I'oyt, [z and I'q

(areas are 0.79, 0, 0.21): order=4, n=1.
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Fig. 4. Modelling of the atrazine flux at the spring with the stationary autoregressive process (8)in a, b, c and with the decaying autoregressive process (9)ind, e, f —
a) comparison between the observed flux and the model for a forecast at one step ahead (10 days) — b) comparison between the observed flux and the model for
long-term prediction — c) impulse responses I',y, 'k and Ip (areas are 0, 0.03, 0.97): order=16, — d) comparison between the observed flux and the model for a
forecast at one step ahead (10 days) — e) comparison between the observed flux and the model for long-term prediction (only a part of the tail is represented) —
f) impulse responses I'out, [k and I (areas are 0.93, 0.03, 0.04); order=38, =0.9883.

in this period can also be detected through the reduction of the
noise around atrazine concentrations over the observation
period, which is a consequence of the homogenization of
atrazine concentrations across the vadose zone through
dispersive and degradation processes.

The modelling of the non-stationary atrazine flux is
represented in Fig. 4. The inclusion of a decaying component
in the system (9) allowed the successful description of time
series of atrazine concentrations at the spring. The order of
the non-stationary autoregressive process is 8 from Eq. (2).
Moreover the residual between the observed flux and the tail
does not decrease significantly as the order p increases
beyond 8 (Fig. 4e). A decrease in atrazine flux was only
observed from 2004, i.e. several years after the last applica-
tion of atrazine on the catchment. This delay corresponds to
the residence time of atrazine in soils and in sub-soils.

3.4. Long-term forecasts

Long-term forecasts in spring flow and pesticide concen-
trations at the spring were obtained by simulating the long-
term behavior of external inputs. Rainfall and potential
evapotranspiration data were synthetically generated using
weather generators (Pinault et al., 2005). The precipitation
and potential evapotranspiration generators use the Markov
chain Monte Carlo and simulated annealing (Bardossy, 1998)

0.010

0.005

0.000 . - .
0 500 1000 1500
lag (d)

Fig. 5. The impulse response of the transfer model of spring flow (11) which
represents the unit hydrograph.

procedures from the Hastings-Metropolis algorithm (Metro-
polis et al., 1953; Hastings, 1970).

The stochastically-generated weather series were used to
simulate the long-term behavior of spring flow and fluxes
according to Eqgs. (8) and (9). The contaminant concentrations
in spring water were then compiled as the ratio of fluxes to
the spring flow:

C(ty) = FoUt (&) /Q (6))mg (10)

where mr and mg are the means of F°"* and Q, respectively
and:

Q(t) = I'e - Rer (11)

where R is the effective rainfall reduced to unit average
calculated from the rainfall and the potential evapotranspira-
tion (Pinault et al., 2005) and I is the transfer function of
effective rainfall to the outlet.

Modelling of spring flow from the transfer model (11) and
associated forecasts are represented in Figs. 5 and 6. The

Lis
35
ohservation 5y (wet)
30 1 10 y (wef)
251
20 1

transfer model

151 median
Sy (dry)
101 L 0y (dy)
5 - Icallbratloln . ZOIy (dlyL < Iforecaﬂl
1997 1999 2001 2003 2005 2007 2009 2011

Fig. 6. Modelling and prediction of the spring flow and representation of the
percentiles according to their return period. On both sides of the median, the
return periods are referring to exceptionally wet or to exceptionally dry
periods. The transfer model (11) is used (1000 realizations are simulated).
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Fig. 7. Modelling and prediction of the DEA flux at the spring (order=4) and
representation of the percentiles according to their return period. The stationary
autoregressive process (8) is used (1000 realizations are simulated).

response time of the spring flow which exclusively originates
from groundwater is several years (Fig. 5). Predictions of
spring flow from April 2006 are presented as percentiles
associated with different return periods calculated from the
stochastic realizations of weather data. The percentiles are
calculated from all realizations at every time step, which
means that the lines are not actual projections, but prediction
intervals. They appear to diverge increasingly with increasing
time until 2011 where the spread of the curves stabilizes.
The modelling of the deethylatrazine (DEA) flux at the
spring and the associated forecasts are presented in Fig. 7. The
curves were obtained from a stationary autoregressive process
(8) which was initialized at the beginning of the observed flux
series. The tail of the stationary process which represents the
trend of the DEA flux shows that the fluctuations of the
observed data do not disclose any significant evolution around
the trend. No degradation of DEA is perceptible over the
observation period 2000-2006, which is a time where DEA is
probably still formed from the degradation of atrazine. The
hypothesis of the stationarity of the DEA flux will remain valid
as long as the stock of DEA in soil and in the vadose zone does
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014 Initialization calibration
0.0 T T T T T T
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observations 10 y (dry)

20 y (dry)
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Fig. 8. Modelling and prediction of DEA concentrations at the spring from Eq.
(10) and representation of the percentiles according to their return period
(1000 realizations are simulated). The concentration increase observed from
2003 is interpreted as resulting from the spring flow decrease. The
oscillations that are observed beyond 2008 have no physical meaning
(some distortions in the model are a consequence of the noise of observed
data used for calibration). The percentiles represent the DEA concentrations
assuming a stationary spring flow. Deviations observed over the observation
period are not reflected by the spread of the percentiles because the return
period of the observed rainfall cumulated over the successive wet years 2000,
2001 and 2002 is much higher than 20 years. Due to the long response time
of the system, the inter-annual correlation of rainfall has therefore to be
considered for calculating the probability of occurrence of the events.
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9
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7
6
5
4
3
2-
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ohservations

forecast

Initialization

2007 2009 201

2005

Fig. 9. Modelling and prediction of the decrease in atrazine flux at the spring
from the decaying autoregressive process (9). The percentiles associated with
different return periods overlap (the process becomes one-dimensional for
long-term forecasts). Three time periods are used for calibration (the tails are
referring to calibration regions). Region 1 (impulse response areas=0.93,
0.03, 0.04): order=8, Region 2 (impulse response areas=0.76, 0.09, 0.15):
order=48, Region 3 (impulse response areas=0.90, 0.04, 0.06): order=38.

not undergo any significant degradation process. Only less than
1% of the total DEA stock is estimated to be transferred to the
spring every year and the only decay processes which may
significantly decrease the DEA flux are biological and geochem-
ical degradation. It is interesting to note that the hypothesis
regarding the lack of significant degradation is confirmed by the
divergence of the DEA flux percentiles (Fig. 7) which are
remarkably similar to those obtained for spring flow (Fig. 6). The
modelling and associated forecasts for DEA concentrations in
spring water, which is based on Eq. (10), is shown in Fig. 8. The
curves representing the various percentiles have a narrow
spread with minimum and maximum concentrations being
0.60 and 0.75 pg/L, respectively.

The modelling of the non-stationary atrazine flux at the
spring using Eq. (9) and the associated forecasts are presented
in Fig. 9. The observation dataset was split in three subsets to
investigate the influence of the calibration period on the
modelling and forecast results. As for the DEA stationary flux,
the non-stationary autoregressive process was initialized at
the beginning of the observation period and the trend of the
atrazine flux is represented from the tail. The order of the
process, which is selected to have the best representation of
the atrazine flux from the tail, was found to be highly

po/L
0.4
f,\l tail
0.3
observations
0.2 forecast
median
0.1+ 20 y (wet)
calibration 3
o0 Initialization 20 y (dry)

1999 2001 2003 2005 2007 2009 2011

Fig. 10. Modelling of non-stationary atrazine concentration in spring water
from Eq. (10) and representation of the percentiles according to their return
period (return periods are the same as in Fig. 8). The model corresponding to
region (1) of Fig. 9 is used (1000 realizations are simulated).
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dependant on the data subset selected for calibration.
Although the decrease in atrazine flux was observed from
the spring of 2004, the model required a one-year overlap
before this date to be calibrated accurately. Whereas region
(3) begins 6 months after region (1), the associated auto-
regressive processes are defined with the same order (8). In
contrast, region (2), which ends 8 months before the end of
the observation window, requires a higher order (48) to allow
the tail to adequately represent the trend of the observed flux
into the calibration region (2). The tail follows accurately the
observed flux outside the calibration region until the end of
the observations, which may be considered as a validation of
the decay model. The high order required to minimize the
functional (2) proves that the order of the ARX model is not
intrinsically related to the process. Moreover, all the regular-
ized impulse responses associated with the autoregressive
processes are almost constant (their value depends a little on
the lag), which shows the process is equivalent to a moving
average on the inputs and the output. So, the order of such a
model is strongly linked to the temporal structure of the noise
that is all the more related to the calibration region as this
region is shorter.

Although the two-year period over which the decrease in
atrazine flux is observed is short in comparison with the
response time of the system, the forecasts obtained from the
various calibration windows are similar. This demonstrates that
the autoregressive process is calibrated adequately despite the
narrowness of the time window used for calibration. The tails
obtained for dates before the spring of 2004 represent the
theoretical fluxes under a hypothesis of non-stationarity. These
fluxes are clearly dependant of the decay factor 7.

For all calibration regions, the percentiles of the predicted
atrazine flux are overlapping, which means that the random
term 1)(1-)[Aglg* Rege+ Aql'o-Q] decreases more rapidly
than the autoregressive term ﬁ°“‘(t,—) in Eq. (9). In this way,
the decaying autoregressive process becomes one-dimen-
sional as the time increases while the atrazine flux becomes
entirely controlled by the internal functioning of the system.
In other words, processes characterized by long transfer times
of atrazine no longer produce any significant flux at the spring
as time increases. In those instances, atrazine is being
degraded and meteorological conditions have little influence
on the actual transfer to the spring, which proves atrazine is
being transferred through the unsaturated zone while it is
practically degraded in the sub-soils. This statement has
important consequences about the understanding of degra-
dation and transfer processes of atrazine.

Predicted concentrations for atrazine in spring water as
calculated from Eq. (10) are presented in Fig. 10. Due to the long
response time of the system, concentrations are predicted with
accuracy for one year and then the percentiles spread. The
variability in atrazine concentrations in spring flow is sig-
nificant until the year 2011 where atrazine concentrations are
predicted to be <0.01 pg/L. This means that concentrations of
atrazine can be predicted with increasing confidence as time
progresses as a result of the decreasing influence of sources.

4. Conclusions

The application of an autoregressive process with external
inputs to a small agricultural catchment in France was

demonstrated to yield results of interest for explaining and
predicting trends in the contamination of water resources by
pesticides, even if the monitoring period considered was small
compared to the response time of the system under study. The
tail of stationary and decaying autoregressive processes was
found to provide reliable long-term predictive behavior to the
model and the advantages of autoregressive processes were
found to be three-fold. First, the application of autocorrelation
and cross-correlation analyses to the data could not lead to
inferences regarding the stationarity or non-stationarity of the
data due to the shortness of the observation period. In contrast,
the non-stationarity of the data was clearly demonstrated
through the application of the autoregressive process. Secondly,
the tail of the autoregressive process was found to become one-
dimensional as time increases, which means that fluxes become
entirely controlled by the internal functioning of the system.
Finally, the stability of the processes was found to allow reliable
predictions to be made on the basis of stochastic recursions
with controlling factors such as effective rainfall. The metho-
dology outlined in the present paper is expected to be of
particular interest to those involved in assessing trends in water
quality within the scope of the European Water Framework
Directive and Groundwater Directives.
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